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Abstract and third-party observers. They achieve this by wrapping

. L the payload and the sequence of relays through which a
Anonymous routing protects user communication frommessagle is to be forwarded in layers of public key en-

identificati_on by third-pgrty observers. Existing anony- cryption, with one layer for each relay to be used. This
mous ro.utlng Iayers utilize Chaum-Mixes for aryonymny requires that a set of relays be statically chosen at the
by relaying traffic through relay nodes called mixes. Thebeginning of a communication session. In general, if
source defines a static forwarding path through whichA sends a messag to B, then A defines a forward-
traffic is relayed to the destination. The resulting pathing path that is a sequenc’e bfrelaysRy, Ro, ..., Ry.

is fragile and shortlived: failure of one mix in the path . relay has a public/private key pair, where the pub-
breaks the forwarding path and results in data loss ang}. key of relay R; is K;. The messag@/ is then sent

jitter before a new path is constructed. In this paper, Weencrypted in the form oy < Ro.< Rs.... < Ry.<
propose Cashmere, a resilient anonymous routing laye, ’ ’ '

. M > >, 0o DK K
built on a structured peer-to-peer overlay. Instead of Lot i . .
. . . . Successful end-to-end message delivery requires that
single-node mixes, Cashmere selects regions in the over-

lay namespace as mixes. Any node in a region can act ey r_eIayRi_ in the forwarding path successfully de-
as the MIX, drastically reducing the probability of a mix Crypts its designated layer and forwards the message to

failure. We analyze Cashmere’s anonymity and measurtehe next relay. If the next relay has failed or is unreach-

: ) . able, then the message cannot be forwarded any further.
its performance through simulation and measurementmhen this occurs the source must discover the failure
and show that it maintains high anonymity while pro-

- : : . - and then select a new set of live relays and resend the
viding orders of magnitude improvement in resilience to . . . 4 :
. . payload. Detecting failures in the routing path is made
network dynamics and node failures. i
difficult because relays cannot send error messages to

the anonymous source. This means that while these sys-
1 Introduction tems work in static and reliable networks, their perfor-

mance degrades on less reliable wide-area links. They
In many applications it is desirable to hide the identity are also unlikely to function well on peer-to-peer and ad-
of the communicating parties from each other and third-hoc networks, where both end-point and link failure are
party observers. The ability to anonymously route pack-observed regularly.
ets is used in many applications, such as anonymous web We propose a failure resilient anonymous routing sys-
browsing [1], anonymous voting and in peer-to-peer aptem called Cashmere. Cashmere achieves resilience by
plications wanting to ensure fair resource sharing [19]. using a set of distributed endpoints as a single virtual re-

The first-generation of applications that used anonyday rather than a single endpoint. We refer to these end-

mous routing, including the Anonymizer [1], were points asrelay groups and the forwarding path used in
centralized, with central points of failure. More re- Cashmere is a sequencerefay groups All members
cent anonymous routing proposals [22, 30, 11] extendf a relay group share a public/private key pair. Lay-
Chaum-Mixes [3] by forwarding traffic through a se- ered encryption is still used on the forwarding path, us-
guence of relays. Each relay is a single network ending the public key of the relay group. Every member of
point. They attemptto ensure that the identity of the mesthe relay group has the ability to independently decrypt
sage source is never revealed to the destination, and thke next layer in the forwarding path. A forwarding path
source and destination identities are hidden from relayss valid as long as each relay group used in the forward-



ing path has at least one single live reachable membethis by using mix networks to create anonymous email,
While Chaum-Mixes route to the destination as the lastand inspired a number of subsequent systems [11, 24, 10,
hop, the destination in Cashmere is a member of any oné], including the Onion Routing system [22, 31]. Onion
of the relay groups on the forwarding path. The sourceRouting relies on traffic redirection between a static set
randomly orders the relay groups to hide the destinatiorof dedicated onion routers that maintain pair-wise sym-
relay group. When a message arrives at a member of metric keys. To send a message, the source selects a
relay group, the receiver both anycasts the message to tlset of currently active routers through which a message
nextrelay group and broadcasts the decrypted contents ie forwarded. These requirements limit the scalability
all other members of the relay group. This ensures that ibf Onion Routing, especially in environments with node
the destination is a member of the current group, it willchurn. Tor [9] proposes using a directory server to main-
receive the message. tain router information but this approach is also limited
in scalability. It has also been shown that if the first or
last router is compromised in an Onion Routing network,
the source or destination is revealed [30].

Tarzan [11] also uses layered encryption and multi-

Design Goals There are different types
anonymity [23]. Cashmere is designed to provide
both source anonymitynd unlinkability of source and

destination.Unlinkability means that even if the source

and destination can each be identified as participatiné'lOp routing. The_source chqoses a set of relays to act as
in some communication, they can not be identified as path and iteratively establishes a tunnel through these

communicating with each other. Source anonymity relays with symmetric keys between them. Hence, the
means that the identity of the source is hidden to aIIcreation of a tunnel incurs both significant computation
other nodes including the receiver. An attacker may b overhead and delay. The tunnels are static and any relay

able to associate a set of messages with the same sess @{éjre rngzrgs fo;matlon ofa ntTWAtggnilé K ¢
but cannot determine the source, destination or the rowds [23] and more recently [16] make use o

message payload. Provided the source does not divulg%ro?at?;!;sug random :‘cqzwardn:g.r C:jowgs 1S !|m|ted Itn |
its identity in the message payload or collude with scalability because ot 1ts centralized admission contro

attackers, Cashmere provides both source anonymit erver, and has been shown to provide lower anonymity

and unlinkability even if the destination is controlled by ?/C CQ?UT'IM';(gzb;Sﬁd sysr:ems t[r?].t Vi ati
an attacker. Cashmere can easily be extended to provic%e right et al. [32, 33] have shown that relying on static

destination anonymityvhere the destinations identity is arwarding patht_s in?pacts t_lr_‘re] anonymitydpr(()jperti%s t(')f
hidden to all other nodes including the source, using arponymous routing layers. They proposed a degradation

additional level of indirection. attack applicable to Crowds, Opion Routir)g and other
anonymizing systems that exploits the requirement to re-
Attack model ~ We assume the attacker controls aconstruct the paths when they break due to node or link
fraction f of the nodes in the Cashmere network andfailure. During a long communication session, the path
these compromised nodes collude, sharing all informabetween source and destination is reconstructed many
tion such as private keys. We assume a Byzantine failurgmes, and each instance of the path must include the
model where compromised nodes can behave arbitrarilsender. After a large number of resets, the sender has
The attacker can observe all messages sent over the nefuch higher probability of being a path member than
work, regardless of whether the source or destination isther nodes. Assume that the “first” attacker on each
controlled by the attacker, and there is zero latency fopath (of the same session) logs its predecessor. After a
messages sent between compromised nodes. number of path resets, the identity of the sender can be
The rest of this paper is structured as follows. We giveguessed with increasing probability.
an overview of related work and their limitations in Sec-  Cashmere addresses these limitations by removing the
tion 2. Next, we present the design of Cashmere in Secreliance on static paths. By using flexible relay groups to
tion 3. We then discuss details of our current Cashmerenaintain resilient long-lived paths, we improve perfor-
implementation in Section 4. In Section 5, we analyzemance by reducing path reconstruction time, and also re-
the level of anonymity in Cashmere and evaluate its seduce our vulnerability to the degradation attacks [32, 33]
curity and performance using both simulation and meamentioned above. We gain these benefits with minimal
surements from an actual implementation. Finally, weloss to the level of anonymity attained compared to other
outline future work and conclude in Section 6. Chaum-Mixes approaches.

2 Related Works and Limitations 3 Cashmere Architecture

The original anonymous system redirected trafficCashmere uses layered-encryption and multi-hop routing
through a centralized proxy [1]. Chaum [3] improved on through relays. Instead of using a single node as a relay,



Cashmere uses a set of nodes that act as a virtual relaye structured overlay, and thus compromise anonymity
called arelay group All members of a relay group share layer built on top it. To address this, we assume the struc-
a common public/private key pair. tured overlay is secured against malicious nodes using
A forwarding path consists of a sequence of relaythe techniques described in [2] and [14]. In this paper
groups.Anymember of a relay group is able to decrypt we do not address the issue of denial of service (DoS) at-
the forwarding path information for a message and for-tacks. In Cashmere, DoS attacks affect performance but
ward the message to the next relay group. The membenot the level of anonymity. Finally, our design can toler-
ship of the relay group can change dynamically. As longate a large proportion of malicious nodes, and anonymity
as the relay group has at least one member, it is able toan be increased by creating longer relay paths even if a
successfully relay messages. This makes Cashmere ebarge proportion of the overlay has been corrupted. We
tremely resilient to node churn. A relay group is an any-also generate sufficient cover traffién the network to
cast group, and the forwarding of a message in analogoysrevent simple traffic analysis attacks.
to anycasting to the next relay group. Unlike in Chaum-
Mixes where the destination is the last hop, in Cashmer
the destination is a member of one of the relay groups.

Cashmere is built on a structured Overlay, and WeRe|ay group membership management in Cashmere ex-
leverage this to both dynamically create and maintain theyoits properties of the identifier space maintained by
relays groups as well as for routing between relay groupsprefix-routing based structured overlays. In particular,

for eachk-bit nodelD there aré: unique prefixes. For
3.1 Structured Overlay Networks example, the 6-bit nodel01011 has prefixes_l, 10,

101, 1010, 10101 and101011. In general, if there
Structured overlay networks provide a scalable routingare N nodes it is expected that/2™ will share the same
substrate for building resilient, large-scale decergeali  m-bit prefix.
systems [21, 26, 29, 34]. A structured overlay is com- In Cashmere, each relay group hagraupID which
posed of a set of nodes, where eautde represents is anm-bit identifier, wherel < m < k. A node is a
an instance of a participant in the overlay. The struc-member of that relay group if the grouplD is a prefix of
tured overlay maintains a lardebit identifier spacee.g.  its nodelD. Since nodelDs are randomly assigned, nodes
k=160. Nodes are assignadelDsuniformly at ran-  in arelay group are a random subset of the overlay nodes
dom from this space, generated and signed by an off-linend exhibit independent failure patterns. Each prefix re-
central authority (CA). quires a public/private key pair and all nodes that share

Most structured overlays suppdfey-Based Routing that prefix need both the public and private key. We as-
(KBR) [6], enabling applications to route a messagesume these are generated and distributed using an off-line
to any specified key selected from the identifier spaceCA. In general, a user wishing to contribute a node to the
These overlays dynamically map each key to a uniquesystem must obtain from the CA a signkit nodelD
live node in the overlay, theoot node for the key. The and the set of public/private keys associated with its
root could be the node with the nodelD numerically clos-nodelD and must have access to all the public keys of the

3.2 Relay groups

est or with the longest prefix match to the key. other prefixes. Each nodelD must be unique, so the pub-
Each node in a structured overlay maintaimewating  lic/private key for thek-bit prefix will be unique to this

table that typically containg(log N') nodelDs and IP  nodelD.

addresses of other nodes in the overlay, wheéris the The structured overlay routes messages between re-

number of nodes in the overlay. By using nodelD con-lay groups. The grouplID is used as the key as a mes-
straints when choosing nodes for their routing table, theysage is routed using KBR. As the message is routed,
can route messages@log N') hops. the first node that receives the message and shares the
Cashmere is designed to use a prefix-routing basedrouplD prefix processes the message on behalf of the
structured overlay, like Tapestry or Pastry. Routing inrelay group. This node is referred to as te&y group
such overlays requires that at each hop the message ligot. Therefore, routing a message to a grouplID is effec-
forwarded to a node whose nodelD shares a longer prefitively performing an anycast to the relay group members.
match than the current node’s nodelD. Figure 1 shows an Generally, if noded wants to route a message to node
example of prefix routing. At each hop the prefix match B anonymously, it selects a random sequencedit
between the current nodelD and the key increases by ongrouplDs that defines the set of relay groups and includes
digit. These protocols are resilient to node churn [4], ancdthe m-bit prefix of B. These are used to construct a for-
can route around a large number of link failures [35].  warding pathi.e. a sequence of relay groups the message
Cashmere is being used as an anonymous routing irroutes through. Sincd selects the groupIDs randomly,
frastructure. The attacker could attempt to compromisehe path cannot be predicted by others. The value of
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Figure 1:Routing example in a structuredrigure 2: A forwarding path fromA to B composed of multiple relay
overlay using prefix routing.Node 5230 groups. Here a relay group is defined by a 3-digit prefix. At each relay
routes a message to the keps. At each group, the first node to receive the message broadcasts gsageeto all
hop the message is forwarded to a nodeembers of the group usirdjrected broadcastin the inset, node23o2
that shares a longer prefix with the key. forwards the message to the rest of the relay group for prefix

controls the expected size of the relay group, and conencrypted using the key on the subscript. The source

sequently the resilience against failures and maliciougenerates a forwarding path by:

nodes.A encrypts the forwarding path in multiple layers _
{ (Pathit1, Piy1, Ri)pypkey, 1<i<L

using the public keys associated with each relay grouppp,. — b
L (termination) i=L+1

The overlay routes the message to the first relay group
using its grouplD. When any node matching the current
prefix receives the message, it becomes the relay group € Source then anycasts the tuffteth,, Payload, ] to

root for that message, and uses the relay group's privatd'€ first relay grougy. In general, the-th relay group
key to decrypt the next layer of the path. This reveals'00t receives messagéBath;, Payload;| from the pre-

the next groupID and the message is routed through th¥0US refay group. The-th relay group root uses the
overlay to that prefix. groups public key to decrypt the outer layer Rdth;,

revealingPath; 1, the identity of the next relay group,
. P;+1 and the symmetric key?;. Thei-th relay group
3.3 Decouple forwarding path and payload  root decrypt®ayload; usingR;, generatingPayload,, ;.

. . ProvidedPath;; is not L then the relay group root any-
Unlike other Chaum-Mixes based systems, Cashmertéasts the tupléPath; ,, Payload, ] to the next relay

decouples the payload from the encrypted forwardin P Duri inal ion. th h
ath, and encrypts the payload separately. This has t FOUPip1. UUMNG & SINGIE SESSION, The SOUrce caches
gdvantage that a source can reuse a forwarding path athl. and generateBayload, for each message.
avoiding multiple public key encryptions. The source | This process ensures th&th; 7 Path; and
' Payload; # Payload; if i # j. In particular, the source

cgches the.forwardmg pgth, and only needs to per_form %nly encrypts the payload with the symmetric keys for
single public key encryption on each message using thfﬁ1e relay groupsky,.... Ry_y. The path has embed-

destination’s unique public key. ded within it the symmetric key®;, ..., Ry. At each
The source needs to encrypt each message payloao the relay groups,, ..., P, the payload will be de-

such that it can only be decrypted by the true desti- ; . : T
nation and such that each relay sees a different Valucrypted using appropriate symmetric key, resulting in the

for the payload (as do eavesdroppers). Suppose the%;\{[VSQSE:c?_ail(;iglgjén_%fairingom number. This ensures
: . i ; .
are L, relay groups in the forwarding patti?, -- -, P However, there is no guarantee that when the mes-
and the destination nod# is in relay groupP; where sage reacheg; that the relay group root will be node
I <d < L. In order FO encrypt the payload the sourceB, as any member of a relay group can receive a mes-
generates a symmetric kege{) for each relay grou;ﬂ-,. sage for its relay group. To ensufereceives the mes-
wherel < i < L. The source generates the payload: sage, we multicast the payload to the entire relay group.
If node X receives the message (thus becoming the re-
Payload; = : lay group root for the message), th&ndecrypts the re-
<M>PubKeyB i=d lay group’s layer from the path in the message and de-
crypts the payload with the revealdtl X caches the
where(M)p ke, , is thereal payloadencrypted by the  mapPath; < (Path;; 1, P;1, R;) to reduce the compu-
destination’s public key and)_ indicates the contentis tational load when further messages from the same ses-

<Pay|oadi+1>Ri 1<i<d
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Figure 3: A detailed look at the path and payload componenasmessage, before and after processing at a relay
group. The relay group root fa?; decrypts the layer around the path component tofyet, R;, K;. It performs a
symmetric decryption on the payload usiRg and forwards the result to the relay groBp ;.

sion are received X forwards the message to the next UsingSymKey B can decryptM. All other members

relay group and broadcastayload; to all members of of this relay group cach&;. For future packets in the

the relay group (we discuss the exact mechanism in Sesame session, they remember they are not the destina-

tion 4). No matter what positiof3’s relay group is in  tion node and without further decryption operatiots.

the path,B will receive the message either directly or cacheSymKey and associates it with’; and therefore

via a broadcast when the message routes to a membenly needs to perform symmetric decryption for subse-

of its relay group. OnlyB will be able decrypt the pay- quent session payloads.

load successfully. An example of this Cashmere routing This also has the advantage that relay group roots can

is shown in Figure 2. cache(Path; 1, Pi+1, R;, K;) if they have already for-
The use of a broadcast has two implications addressedarded messages for the same session. Relay group

below; (i) that each node in a relay group has to performroots can identify messages usiRgth; as the session

an asymmetric decryption for each packet in a sessionD, hence no asymmetric decryption is necessary.

and(ii) malicious nodes can either drop messages or not

broadcast them _to the relay group. While s_uch _action:g_4 Anonymous Reply Addresses

do not compromise anonymity they do negatively impact

performance. We rely on end-to-end acknowledgment#é destination can reply to a source without sacrificing

to detect failures and malicious nodes: if the source resource anonymity or requiring state to be stored in the

ceives no acknowledgments, it can use timeouts to guidéelay groups in the forwarding path. The destination can

retransmission. reply to the source either a pre-formatted reply message
We eliminate the need to perform asymmetric en-(€.g. an acknowledgment) or a message containing an

crypt/decrypt operations on the data payload by encryptarbitrary payload. The reply message shares all of the

ing it using a symmetric keymKey 5 chosen when a performance and security benefits with the anonymous

source creates a path. In addition to the next relay groupiessages from source to destination.

prefix, P;, and a group session keR,;, we embed an- Node A wishes to send an anonymous messagB to
other valuek; into the layered encrypted path. If desti- and receive a reply.A creates a forwarding path t8
nationB is in relay groupi, then as described, but also generates a return forwarding path
from B to A. A does this by randomly selectingrelay
Ka = (SymKeyp|FLAG)p ey, - groups {4, ..., P;). The set of relay groups used in the

return forwarding path may or may not intersect with the
where| means concatenation. All othéf; values are set of relay groups used in the forwarding path frdm
random numbers. Now the format®éth; is changedto to B. A ensures that a relay group containing itsélf,,
is included in the return patll sendsReplyAddrinfo as
Path; = (Path 1, Piy1, R, Ki>PubKeypi : part of the payload td@, where:

andM is no longer encrypted witRubKey 5 but is now ReplyAddrinfo = (Pathy, P/, SymKey , )
encrypted withSymKey 5, <M>SymKeyB. Figure 3 illus- ) <Path§+1ap{+1aR§7K§>p » 1<i<L
trates the full mechanism. Path; = PR

Now relay group roots broadcast;, Payload;) to all
members in the relay groupB decryptsK, and iden- ., _ { k; i#d
tifies FLAG, thereby knowing that it is the destination. ~* — | (SymKey4|FLAG)p prey, @ =’

L (termination) t=L+1



where &/ and R are selected uniformly at random, L=4|1L=5|L=6]|L=7|L=38

sendsMsg’ as[Path}, (M")s,, . ] 10 P/. While Msg’ p=>5 | 1.0274] 1.0344| 1.0414 | 1.0485| 1.0556

is created byB, it knows nothing about the path and the

source. The root of each relay grof decryptsPath;,

the same as in the forwarding path, while it encrypts

Payloadg with R; to get Payload;H = <Pay|oad§>R; . 4 |mp|ementat|on

Node A who is located in relay group;, will receive

message K/, Payload);, ), wherePayload, is the lay- ~ We implemented Cashmere on top of FreePastry [12], a

ered encryption oq‘M>symKeyA by R},...,R),_,. After  Javaimplementation of Pastry [26]. The implementation

A decryptsK’, usingPubKey 4, A can useSymKey , to uses RSA (with 512-bit key length) and Blowfish (with

identify which session the reply belongs to, and thus thel28-bit key length) as the asymmetric key and symmetric

keysR, (1 < i < d) to decryptPayload,. All caching  key ciphers, and uses the Cryptix [5] crypto library.

schemes used in the forwarding path also apply to the Applications use a simple Cashmere API. The source

return path. creates a\nonymousChannebject specifying a desti-
nation nodelD, and uses it to forward payloads. An appli-
cation instance running on the destination node receives

3.5 Selection of GrouplID and Path Length  an up-call with the payload.

o ) The Cashmere implementation ensures that relay
The final issue is how a source selects grouplDs for relaygroup roots cachBath; information and all nodes cache

groups. Observation 1 shows the relation between th% as described in the previous section.

length of groupIDs and relay group sizes. Our implementation performs relay group broadcast of
OBSERVATION 1: (Distribution of Relay Group (g, Payload,) using the leaf sets that are maintained by

Sizes)Let N be the number of nodes in the overlay and each node [26]. The leaf set is a set of pointers to the im-

nodelDs are assigned to all nodes uniformly at random.mediatel neighbors in the identifier space, where typical

The size of relay groups defined byradigit groupID | — 3. If the leaf set does not contain all members of the

Table 1: Average number of tries to get a valid path.

is Poisson distributed with parametpr= Qﬂm The ex-  relay group, nodes on the edge of the leaf set forward the
pected size of the relay groups [Proof omitted] message to their leaf set members. This recursive pro-

A valid grouplD requires that there exists at least onecess continues until all members of the relay group have
node that has the groupID as a prefix. Asis much received the message.
smaller than the size of the nodelD identifier space, there One practical issue in the encoding of the path is that
will be many invalid groupIDs. From Observation 1, the it is desirable for it to have the same length all along
probability thata grouplIDis validig; = 1—e~”. When  the forwarding path. This way no information about
a node forms a path by selecting grouplDs uniformlythe route can be obtained by simply observing the size
at random, the chance that the path contains only vali¢hanges of the path onion. Previous work discussed
grouplDsis(p1)” = (1 —e~*)%, whereL is the number  these length-preserving Chaum-Mixes. A simple scheme
of relay groups used in the path. The expected numbe implemented in Mixmaster [18], and [17] presents a
of tries to generate a valid path, one that is composed omore sophisticated, provably secure scheme. Our proto-
only valid groupIDs, is;— ;- Table 1 shows the av- type currently uses the basic layered encryption, and thus
erage number of tries to generate a valid path is slightlithe path size decreases after each relay group. Chang-
larger thanl under typicall. andp values. ing the encoding scheme to preserve message length is

In Cashmere, nodes independently (without externastraightforward and orthogonal to the design and perfor-
communication) select per-session valuesrofwhich ~ mance of the overall system.
determines) and L to control tradeoffs between churn
resilience, anonymity and overhead. We discuss this i
Section 5.1. In general, choosing a value of between
and 5 forp, and a value of. betweent and8 provides a .
good combination of efficiency and resiliency. BecauseS'l Anonymity Measurement

nodelDs are uniformly distributed, nodes can locally es+yse analyze two types of anonymity provided by Cash-
timate N using their routing tables. From Observation 1, nare: source anonymity and unlinkability of source and

anode can always get the average relay group i ( gestination. We quantify Cashmere’s anonymity param-
wants by selecting a proper prefix length The design  aterized by:

of Cashmere removes the high cost of maintaining com-
plete or near-complete overlay membership information. e N: network size;

% Analysis and Evaluation



e f: fraction of malicious nodes in the network; Definition 5.2 shows that the anonymity of a system is

e p: average relay group size & N/2™); measured by the real entropy of a system over the max-
e L: number of relay groups in a path, the path length.imum (.e. ideal anonymity) entropy the system could
achieve0 < H() <1.

The paramete)f has two implications:(i) the prob- Hn(Q) — ) _
ability that compromised nodes are on the relay path; The entropy definition above is more precise than the
and(ii) the fraction of relay group private keys known by straightforward probability definition ahe probability

the attacker. For each compromised nodelD the attacképat the attacker knows the sender or receiveor ex-
will know the relay group private keys for all prefixes @MPle, let us consider source anonymity in network of

associated with the nodelD. The probability that the at-10000 nodes. Inan anonymity systeat; with attacker
tacker knows an-bit prefix private key i, = 1 — e/7. '
The attacker can obtain prefix private keys either by
compromising other nodes or through obtaining nodelDs -
from the CA. We assume prefix private keys are leaking * T can limit sources OﬂO%_Of messages to a small
slowly, and the offline CA can slowly issue new prefix subset of nodes, e.g. 100;
keys and revoke prior prefix keys over time. If the at- ® For the other55% of messages, all nodes look
tacker knows the private key for a relay group we refer ~ equally likely to be a source to.
to the relay group as being compromised. )

Our anonymity measurement follows the anonymity N @nother anonymity systemsSs,
definition by Pfitzmann et al. [20]: “Anonymity is the
state of being not identifiable within a set of subjects,
the anonymity set In a network with a finite sef2
(192] = N) of nodes,deal anonymityis achieved when

32:?3(; Igggcekqel::g tllrlkeelzr:(c))nt;?nti:])?ssgcuig? I% ' :jetzslfma_Using the probability thaf’ knows _the sender or_receiver,
ity, based on information leaked from the system, somebOth A ar_1d_/_182 have anony_mlty OD'.Q?' Using the
nodes look more likely to be the source or destinationentroloy definition, the anonymity of; is:
than others. That is, the attacker knows that the source
(or destination) is irf2; with probabilityPr(£2;) 2, where  0.05%0+0.40% -
Q = |J; Q. For example, thevorst anonymitys the at- —10000 * log, (15555 )
tacker identifies the source or destinationugs{ug} is ) )
assigned with probability andQ\ {u, } with probability and anonymity 055 is: 0.05+ 0 +0.95+ 1 = 0.95.
0. We use the metric proposed in [8, 28] to measure the The en'Fropy definition is more precise, capturing that
anonymity of our design as a proportion of the ideal en-A52 provides better anonymity. Ial5; the attacker
tropy achievable in a given network. We briefly describeknows more information about the sources thar .
the entropy-based metric as follows: The anonymity of Cashmere is determined /bgnd

L given the fraction of compromised nodes. Anonymity

increases with larger values a&f Intuitively, the desti-
nation is hidden among all relay group members and

e T discovers the source 6f% of messages;

e T discovers the source 6, of messages;

e For the other95% of messages, all nodes look
equally likely to be a source tb.

—100*10g2(wlo)

+0.55%1 = 0.552;

DEFINITION 5.1. (Entropy of a System). 2 is the (fi-
nite) set of all nodes in the network. Using knowledge

O,f leaked information from the sy:sltem, an atFacker 8SandL determine the number of nodes in all relay groups.
signs each node (u € () a probabilityp, as being the 1, vever, as) increases, which means a shorter prefix is
source or destination of a message. System entropy Se|ected for grouplD and the attacker has more chance to
defined as: know consecutive relay groups, the anonymity decreases.
H(Q) = — Zp“ 1og, (pa)- Largerp also means more resilience and a higher relay
group broadcast overhead. From analysis and experi-

mentation, good typical values fprare betweeis to 5.
all nodes look equal to In this section, we perform simulations with a network

ue

If we have ideal anonymity,

attackers:Vu € 2, p, = - The entropy of ideal ¢ 14 354 nodes. GrouplDs have a prefix length iof
anonymity isH,,,(2) = log,(|€2]), which is the maxi-  pjts, such that the expected size of relay groups 4
mum entropy achieved in a network 6| nodes. nodes. We compute unlinkability and source anonymity
DEFINITION 5.2. (Anonymity of a System). The using the entropy definition. We first assume that attack-
anonymity of a system is measured as: ers only see their own traffic, and simulate unlinkabil-
ity and source anonymity given different parameters of
H(Q) = ueaPulogs(pu) (f, L). We then analyze the security of Cashmere against

Hpn(Q) log, (|€2]) ' traffic analysis attacks.



z2 1 — S is composed of both a séf of malicious nodes and a

§ 097 = setS, of non-malicious nodess = S, USs, S| = f|95]

£ 8'3 I and|Sy| = (1 — f)|S|. The expected number of nodes

2 06 I in all relay groups id.p. If the destination is amon§;,

2 o5l path length L=5 A the attacker knows the destination and unlinkability be-

Q - R . . .

> 04 é’ﬁth 'e',l,ﬁ’-th tfg e comes the source anonymity problem that we discuss in

S 037 Chaum Mix =8 Section 5.1.2. If the destination is amafig the attacker

© 0‘3_001 0.01 01 1 in_f_ers that each node ifi, is_ the_de;tination with proba-
fraction of attackers (log scale) bility m and the destination is among other nodes

outsideS with probability1 — L=L151 Thatis, for each
Lp—f|S]

Figure 4: Anonymity measurement of unlinkability. nodew not in Sy, the attacker assigns the probability of

u being the destination as:
5.1.1 Unlinkability

o | | 7S] u€ S
In our simulations, the attacker gathers information ob- Pu = (1 _U=PIS[y . _1 S
served from compromised nodes and maintains, for each LP*f\S\) N5 4
pair of nodequ;,u;), a probabilityp;; that the pair are
a source and destination. The number of relay groups compromisée.(n) is
Using the entropy definition, we can measure unlinka-closely related to the fractiofi of compromised nodes.
bility using the relative entropy to ideal unlinkability: ~ If the compromised node was not the relay group root
then the attacker would only learn the valuggfand the
> pijlogy(pij) _ — > pijlog,(pij) payload, which is broadcast to the relay group. When the
N2. (ﬁ 10&(%)) a 2logy N ’ compromised node is the relay group root for a message

_ _ _ _the attacker also discovers the identity of the next relay
If the attacker believes; is the source with probabil-  group. If the compromised node is on the intermediate
ity p; andu; is the destination with probability;, then  overlay hops between two relay group the attacker knows
Dij = DiDj- the previous or/and the next relay group root.

We assume the attacker determines the exact number |n Figure 4, we compare through simulation Cash-
of relay groups. used for a message We also assume mere’s unlinkability metric to that of Chaum-Mixes ap-
the attacker knows a chain 0fconsecut!v§ relay groups proaches under different parameters bf f), ignoring
on the path of a message, each containingodes. As-  eavesdropping and traffic analysis (see Section 5.1.3). In
suming there is enough cover traffic, the attacker canthe simulation, we setup a relay path of lengthassign
not attribute discrete chains in the path to the same Se%‘ach node on the path and in the re'ay groups as Compro_
sion, because the path onion and the observed payloaglised consistent with parametgrcount the probability
are completely different at each relay group. Thereforeof different cases that the attacker knowsonsecutive
the attacker's knowledge about a message only comegroups, and compute the entropy in all cases. Then the
from one consecutive chain on the relay path. entropy of the system is the average over all cases [8, 28].

The source is indistinguishable from trelay group The results show that Cashmere has similar anonymity
root of the immediately preceding relay group. Whenthe, chaum-Mixes. Cashmere even behaves better than
first relay group root on the chain is non-malicious andcpaum-Mixes for smalll, and f near 1, when the
known by the attacker, the Qt;ackelr infers that the sourcghole Chaum-Mixes path is controlled by attackers with
is the first root with probability;——7 and the source  pigh probability while Cashmere still benefits from the
is among all other non-malicious nodes with prObab'“tyanonymity among relay group members. We also mea-
1— 71

T—w71- 1hatis, for each non-malicious nodethe  gyred how the level of unlinkability varies with network

attacker assigns probability afbeing the source as: size and, as expected, unlinkability is largely indepen-
dent of network size. Increasing network size from 20K
) ) _ nodes to 2 million nodes results in less than 3% varia-
Bl e ) B Gy y v otherwise tion in unlinkability. Reducing the network size to 64
provides similar unlinkability under the sanfeas large

When the first root on the chain is not known by the at-networks as long ag and L are set the same. Thus,
tacker or is malicious itself, all non-malicious nodes look bootstrapping Cashmere requires a small initial network
equally to be the source, each with probabiliy - of trusted nodes and then other nodes can join the net-

Let S be the set of nodes that are in the chain of relaywork while maintaining the fraction of malicious nodes
groups known by the attackef| = """, p;. The setof in the network ag-.

{ =7 thefirstrelay group root on the chain
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Figure 5: Source anonymity with anonymous messages$igure 6: Source anonymity with anonymous channels.

5.1.2 Source Anonymity uy. Later it observes receivingPath; with a different

ity the destinati liud ith oth rpayload, and sendinBath,,; with other another pay-
In source anonymity, the estlnat|or? colludes with otherj, , 4 tous. The attacker can then recognize all messages
malicious nodes to find the source’s identity. If Cash-

) . o with path componenPath;; as parts of a session in-
mere is being used for one-way communication (anony'\/olving u andus. We simulate the robustness of Cash-

mous message) the attacker infers the first relay group, ..o in unlinkability and source anonymity against an

erOt on the Ch?}'n (which |n_crl]udesbthbgl.deftlna.tflog S € attacker observing increasing amounts of network traffic.
f_ay group)_ as the soll_Jr_ce wit r?ro ani 'Bh—nrl : ; € ’ There are two attacker mode($): the attacker analyzes a
irst root Is non-malicious, where is the length of g 04 fraction of all network traffic, e.d1%, 90%, 100%,

the (r:]ham. F!ghurehS compares the source a”Of;me'ty (I)Etc.; or(ii) the attacker analyzes a fractiofy, of traffic
Cashmere with Chaum-Mixes, assuming no traffic anal; roportional to the fraction of malicious nodef {n the

ysis attacks, for one-way communication. We see tha} ..ok For examplel0% of malicious nodes can an-

like Chaum-Mixes_, Cashmere_has high source anonymi%lyzelo% of all traffic. The second is a more realistic
whenf < 0.3 and increasind. improves anonymity.

If Cashmere is being used for two-way communica-
tion (anonymous channel), the attacker has two ways to
discover the sourcéi) discover the first relay group root i _ - _
on the chain of consecutive relay groups which includes e simulate unlinkability and source anonymity for
the destination’s relay group (as for one-way)(igrthe ~ @nenymous channels (since itis _Wee_lker than anonymous
attacker compromises consecutive relay groups used dRessages), and plot the results in Figures 7 and 8, using
the return path from the destination to the source. Evefarameterd, = 6. We see that Cashmere is vulnerable
if the attacker compromises dll of the return path relay to tr_afflc analysis if the attacker ot_)serves a significant
groups, the attacker only knows the source is a membdportion (> 90%) of all network traffic. But Cashmere

of one of these relay groups (the probability is the saméan Still provide high levels of anonymity in the more
as in Section 5.1.1). realistic proportional traffic analysis model.

model.

Figure 6 shows the results for anonymous channels.
The results show anonymous channels provide lower
anonymity compared to anonymous messages due to the Cashmere can completely disable traffic analysis at-
vulnerability of the return path. Finally, we also ana- tacks with a small modification. Each node in the under-
lyzed the impact of network size on source anonymitylying structured overlay can exchange symmetric keys
and, as before, increasing or decreasing the network sizgith peers in its routing table. This sets up secure chan-
had negligible impact. nels between all node pairs and encrypts all messages
using a symmetric cipher. Thus source anonymity and
unlinkability are protected against the strongest attacke
who can monitor all network traffic. The key-exchange
Our previous simulations disregarded the impact of traf-cost is done once per lifetime of a node, in contrast
fic analysis. In practice, however, attackers may monito previous approaches that require per-session key ex-
tor part or all of the network traffic and use patterns tochanges [11]. Additionally, the smalD(log N)) num-
trace session paths. With each message, the same dger of neighbors for each node limits number of key ex-
coupled path component is sent from a relay root. Forchanges, whereas approaches like Onion Routing require
example, an attacker observes that a nadeeceives O(N?) keys. Finally, the secure channel is established
[Path;, Payload;] and sends ouPath, 1, Payload; ;| to  lazily when the first message is routed through that link.

5.1.3 Robustness against Traffic Analysis
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Figure 7: Unlinkability in anonymous channels under difigure 8: Source anonymity in anonymous channels under
ferent types of traffic analysis (T.A.) with = 6. different types of traffic analysis (T.A.) with = 6.

5.2 Resilience and Fault-tolerance cess with rateV. The mean session time Jsand

Previous anonymous systems use single nodes as relays. e median session time 2.

Nodes joining and failing in the system can lead to for- ® Node arrivalsis a Poisson process with rate
warding paths failing. Here we examine the resilience of ~ Wherex = Ny.

Cashmere to node churn and intermittent link failures.

We refer to the time between a forwarding relay path isPrevious measurements [27] of file sharing systems sug-
formed and its failure as threlay path durationWhena  gest median session times Bf ~ 60 min which we
path fails, the sender needs to detect the failure via endised for these experiments.
to-end timeouts and establish a new path. If relay path Figure 9 shows the expected path durations for for-
durations are too short, path construction time will dom-warding paths using relay groups compared to using sin-
inate. Nodes will constantly be rebuilding failed paths 9le nodes as relays. As expected, the use of relay groups
and unable to deliver a message to a destination. Frdncreases the expected path duration exponentially, mak-
quent path reconstruction also makes the layer more vuling Cashmere much more resilient to node churn.
nerable to the degradation attack [32] discussed in Sec-
tion 2. 5.2.2 Tolerance to Intermittent Failures

In contrast, in Cashmere a relay is usable as long as at
least one single node in the network has the relay group'We now simulate Cashmere’s tolerance to short-term in-
grouplID as a prefix. Changes in the membership of thdermittent failures. We model the mean time between
relay group due to node joining and failing are transparfailure (MTBF) as- and mean time to repair (MTTR)
ent. We first compare the path duration and resilience oas Ml We assume the failure is a Poisson process

Cashmere to previous works. with failure event rate\; and time to repair is exponen-
tial distributed with parametesi;. We assume MTBF
5.2.1 Churn-resilience + = 200min, and MTTR-- = 5min.

1Figure 10 shows that Clléshmere completely masks all

Measurements on real systems have shown that peer-isiermittent network failures: the expected path duration
peer networks exhibit hlgh node churn_[27, 13]. Sincejs more thani0® minutes (about days) when we set
most anonymous routing layers are implemented on, _ 4 Thjs js an improvement of several orders of mag-

overlay networks, they must be resilient to high nodep;t,de over previous node-based approaches.
churn in order to be useful.

Previous studies [25, 13, 27] usession timas a met- . .
ric of churn-rate. We approximate this using an expo-2-2-3 Simulation on Kazaa Measurements

nential distribution with parameter. This churn model We examine how Cashmere's good path duration proper-

is consistent with those used in previous studies of thgjes translate into stability for a real application. We sim
effect of churn in peer-to-peer systems [15, 25]. Our néty|ate the fetching of objects in a file-sharing application,

work model is as follows: and examine the number of path repairs required during

e The network is a finite set)) of nodes,N = [?|.  the object fetches. We model node churn and intermittent
The network size is stable, that is, node joins andfailures using parameters from the previous two sections.
failures are equal. The distribution of object download times is long-tailed

e Session timas exponentially distributed with pa- and generated using measurements from the Kazaa net-
rameteru, meaning node failure is a Poisson pro- work. The Kazaa data [13] has distributions of down-
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Figure 11: CDF distribution of number of path builds ug=igure 12: Average number of path builds for small object
ing all downloads in the Kazaa trace, comparing Caqi-0M) downloads using Kazaa data, comparing Cashmere
mere (L=6, p=5) and node-based relays. and node-based relays.

load times for small objects (10MB) and large objectsdownloads are nearly identical and omitted for brevity.
(100MB).

We simulatel 00, 000 object download sessionsontop 5.3  Cost and Performance Comparison
of both node-based relays and Cashmere’s group-based

relays. Both systems use relay paths of length 6, and  In this section we analyze the relative costs in operat-
Cashmere uses average relay group size 5. Using  ing Cashmere compared to previous node-based relay ap-
object download times from the Kazaa data, Figure 11Proaches. We observe that the operating costs of node-
shows the distribution of expected frequencies that eachased relay path systems include:

download needs to copstruct the relay pgth. Itshows that 1  communication costs to maintain knowledge of
81% of these small ob_Ject download sessions using Cash-  andidate relays nodes.

mere would not require any path rebuilde( number

of path builds is 1) and no sessions require more than _
about 500 rebuilds. This compares to 28% using node- ~*
based relays, and 10% of all sessions requiring between
100 and 25000 path rebuilds. The maximum number of

path builds is very largei.e. 500 and 25000) because  \yg first examine communication costs in network
Kazaa object d_ownload times are Iong—ta_il distributed yyaintenance and relay discovery. In node-based relay
where some objects take extremely long time to downphr0aches, nodes are expected to actively maintain in-
load. formation about the other nodes in the network, with a
The average number of path builds under different patotal cost ofO(/N?). In contrast, Cashmere decouples
rameters(L, p) for small object downloads are shown maintenance and relay discovery, and relay discovery re-
in Figure 12. Clearly, increasing relay group size in-quires no communication. Nodes estimate the number
creases path duration significantly, and Cashmere prosf nodes in the network by examining their local routing
vides more than an order of magnitude improvementables, and choose an appropriate prefix length to estab-
over node-based approaches. Measurements for large filish relay groups of average size Nodes then choose

Bandwidth cost in forwarding messages.
Computational costs to construct the relay path at
the source and to decrypt messages at intermediate
relay nodes.



7] : ‘ : ‘ : T T
8 encryption cost at source 14 % Pastry ———
= 1 T.._decryption cost at relay nodes --------- 1 12 B\ i Fake Cashmere ------- .
5 b Cashmere ===
g 08 i < mO
= [S]
é 0.6 . 5 \
------- 17
8 o04aP~_ T g
[]
2 02 .
<
9 0 Il Il Il Il Il il I
1 1.5 2 2.5 3 3.5 4 4.5 5 0 50 100 150 200 250
average relay group size rho IP Latency (ms)
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over time compared to node-based approaches in a dyatency and Pastry latency vs. IP latency.
namic network. (Notep is shown as “rho” in the figure.)

relative to that of node-based session solutions on a real-

random prefixes of the desired length as relay grouplDsistic network. Asp increases, the path duration increases
Cashmere relies on the underlying structured overlayand the per-session cost drops. por 4, the encryption
and hence has a total cost@fN log N). cost at the source in Cashmere is roughB7% of the
However, Cashmere incurs a higher bandwidth cost t¢OSt at source nodes in node-based solutions. The aggre-
gain resilience. Total number of messages sefi(js.,)  9ate decryption cost at relay group members in Cashmere
while node-based approaches requidd.). The ex- is 46.83% of the cost at intermediate nodes in node-based
tra messages are required to perform the per-relay grojPlUt'O”S- _T_he reductlor! in encryption computation is
broadcast of the payload, and do not adversely impactom amortizing the one time path setup costs across the
end-to-end latency or throughput at the overlay |ayer_long path durations of Cashmere. The reduction in de-

This broadcast traffic does contribute to a node’s covefyption costs is from per-node caching of the path com-
traffic that it has to generate. ponent and whether a node is the destination, and reduc-

We now examine computational cost. High per- ing the number of asymmetric crypto operations to just

message computation is often seen as a key obstacle 81€ Per session for nodes who are not the destination.
the wide-spread deployment of Chaum-Mixes based sys-

tems. Given a path of length, a Chaum-Mixes source 5.4 |mplementation Measurements

node performg, asymmetric encryption operations on ) )

every message. In addition, each node on the path Ioe}.’_\/e ran experlments to determine the latency, throughput

forms one asymmetric decryption per message that it forand computational overheads of Cashmere.

wards. The high cost of asymmetric cryptographic oper- Ve deployed and evenly distributeéds Cashmere

ations limits the message send rate at the source and tf@des or82 machines from PlanetLab that are geograph-

message forwarding rate at intermediate nodes. ically distributed gll over the United States. We define
Optimizations have been proposed to reduce computagrOUp_lDS t0 bes-bit prefixes, so relay groups have aver-

tion for session-based communication on Chaum-Mixe@9€ Size oft nodes. We measure latency in:

by using symmetric key encryption for payload messages e CashmereEnd to end latency of Cashmere routing

and amortizing asymmetric crypto operations across an  acrosst relay groups;

entire session. Both Tarzan [11] and our solution fall 4 Fake CashmereEnd to end latency of Cashmere

into this category. routing acrosst relay groups, removing crypto-
Assume the cost of asymmetric encryption and de-  graphic computation;

cryption areC. and C; respectively. For each relay 4 Pastry The latency of routing via Pastry directly

group path, Cashmere incurs computational cost that in-  rom source to destination:

cludes encryption cost df - C. at the source, decryption

cost of2C, at relay group root, decryption cost 6f; at

each relay group member, and additional operations tdMessage payloads a2¢ bytes long. The latency is mea-

refresh caches after relay group root failures. Howeversured using round trip time (RTT), by sending messages

these cost are amortized over a much longer path durgrom one node to all other nodes with each repeated

tion than node-based systems and dwarfed by the cost @imes.

rebuilding paths in node-based systems. We show the average latency in Cashmere, Fake Cash-
Based on previous results of expected durations, Figmere, Pastry vs. direct IP latency in Figure 14. The

ure 13 plots the cost of our “relay group”-based approactistretch” is computed as each sample of Cashmere/Fake

e |P: Direct IP latency.



Cashmere/Pastry latency divided by average IP latency | Msg Size (B) | Msg/second| Throughput (Mb/s)
for the same destination. To plot the graph, we put all 128 1370 1.337
stretch samples into bins dbms intervals of average 1024 1160 9.063
IP latency. Figure 14 shows that the stretches decrease 4096 855 26.72
while the IP latency between source and destination in- 16384 386 48.25

creases. For a pair of end nodes that are very close
each other (i.e< 50ms), Cashmere stretches are abou
two times of Pastry. The extra delays introduced by th

Rable 2: Message forwarding rate and effective through-
ut for different message sizes of relay group root nodes.

Cashmere layer is significant compared to small IP la

First Msg | Subsequent Msg
tency values. Most samples of IP latency are frgims Source 8.21 (5.3) 0.73 (0.39)
to 250ms. In this range, Cashmere stretches are b€=— Relay Group Root | 27.5 (11.8)| _ 0.22 (0.10)
tween1.9 to 5.5, which is quite close to Pastr.( to Non-root Group Membel 4.73 (347) | 0.001 (0.05)
4.8). This means Cashmere layer introduces a relatively Destination 7.19(1.87)] 0.18(0.03)

small delay on the overlay. Comparing stretches between

Cashmere and fake Cashmere shows that delay causgdye 3: CPU time (ms) spent by each class of node rout-

by cryptographic computation in Cashmere is negligible.ing an empty message using Cashmere. Standard devia-
This is attributed to no per message asymmetric encrypgon shown in parentheses.

tion/decryption in Cashmere. We also measured that the

average number of IP messages per Cashmere message is

19.54 and the average number of IP messages per Pastryessages to the same destination, using the same for-

message i$.54. The larger number of IP message comeswarding path, utilize cached routing information on each

from the relay and broadcast messages in Cashmere. node. Therefore they only invoke Blowfish which is less
To measure computation cost, we utilize FreePastry’'€xpensive.

network emulation capabilities. We created 64 virtual We also evaluated the space overhead during the ex-

FreePastry nodes inside the same Java virtual machirigeriment. Atthe source nodes the overhead for each mes-

on a 2.4Ghz Pentium IV PC. The virtual nodes are con-sage is 456 bytes for the path element and any necessary

nected together using local loopback (called “direct” net-padding bytes to round the payload to RSA block sizes

work in FreePastry) network transport. There is no CPU(64 bytes).

contention between the nodes because the emulation is

eve_znt-driven and at_ most one_virtual node is running als  Conclusion

a time. Cashmere is set up similarly as above. We ob-

tain highly accurate time measurements by calling thaye present Cashmere, a resilient anonymous routing in-
RDTSC instruction supported by the Pentium architec-frastructure that leverages the flexible anycast routing
ture via Java Native Interface (JNI). inherent in structured overlay networks to significantly

In the first experiment, we approximate throughputimprove path durations compared to node-based relay
of relay group roots by measuring per-message latencypproaches. Cashmere also decouples the encrypted
across 1000 random source-destination pairs. For eaghath component of each session from the payload, and
source and destination pair, we send a single message i@es symmetric session keys to encrypt message pay-
set up the path and allow relay group roots to set up theifoads. Anonymous source nodes in Cashmere can choose
caches, then measure the latency taken to process a sefeir own per-session parameters to tradeoff between
ond payload message. We then approximate the througlanonymity, resilience and computation overhead.
put asm. Table 2 shows the results for forward-  We compare Cashmere to previous node-based
ing throughput of relay group roots for different messageChaum-Mixes approaches through analysis and simula-
sizes. tion. We find that Cashmere provides similar anonymity

In the second experiment we measure the computgproperties while providing one to two orders of mag-
tional overheads for the source, the relay group roonitude improvement in path durations under both node
nodes, the non-root relay group nodes and the destinahurn and intermittent failures. This translates into sig-
tion, for both the first and subsequent messages. 100ificantly lower path reconstructions across an anony-
empty messages are sent from random source to destinous application session. Performance optimizations in
nation with and without the routes already set up. Ta-Cashmere avoid asymmetric crypto operations, result-
ble 3 summarizes the results, showing the average CPug in lower per-session computation costs compared to
time incurred per node role with the standard deviationother session-based Chaum-Mixes approaches. Finally,
in brackets. The first message invokes RSA on each hope provide measurements of a real Cashmere deploy-
and therefore is relatively expensive. The subsequennent and show that it provides reasonable throughput



while incurring a small latency overhead over structure[13]
overlay routing.

Ongoing work on Cashmere includes issues related to
key management and key revocation in particular. We arg14]
also interested in better understanding the impact of net-
work dynamics on key discovery. A straight-forward yet 15]
very useful extension to Cashmere is to support anon)}-
mous object location in DOLR [6, 34] overlays like Pas-
try and Tapestry. Finally, we are working on a stable[16]
wide-area deploymenton PlanetLab and a software pack-
age for public release.
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Notes
[22]

1cashmere only requires each node generates a small amount of
traffic. When the real traffic is not sufficient, nodes senddwnmy
messages as cover traffic.

2Nodes in§); are equal, each with probabilit\y% to be the
source (or destination). '

3This is a worst case assumption. In reality the attacker céy o
estimate this by monitoring certain network latencies arafesn over-
heads. For example, the more relay groups are used, the moggie
tation a source will perform.
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